










Discussion

Communication between experts versus everyday

computer users
Topic models, including the one we use above, focus on word use; a

topic is a group of words that consistently appears within individual

documents, and is found across multiple documents. The words that

people use are an indication of how they think about an issue, and

focusing on language and vocabulary is an approach that has

been used by others to study how people think about computer

security [18].

Our findings suggest that everyday computer users and experts

use different words to talk about computer security concerns.

Everyday computer users tend to use a lot of words related to

Hacking and Being Hacked when discussing computer security:

hacker, hacking, hacked, money, wanted, reason. These words com-

municate about who the people are that are carrying out the attacks

and their underlying motivations. They also frequently communicate

about multiple security topics at the same time. Web pages created

by experts, however, mostly use words related to specific attacks

such as Viruses and Malware (computer, software, [anti]virus, mal-

ware) and Phishing and Spam (email, information, account, phish-

ing). Experts focus much less on “who” is attacking and “why” they

are attacking, and instead focus on “what” the attack vector is and

“how” an attack might be carried out. They also focus on less di-

verse topics within each document, while drawing more connections

between attacks and protective measures.

These findings shed more light on a disconnect that is known to

exist between experts and novices in the way they communicate

about computer security issues, and also present an interesting op-

portunity for both sides to learn from each other. By ignoring who is

conducting computer attacks and why they do so, experts miss an

opportunity to connect with everyday computer users who think

and talk about these same kinds of attacks from the perspective of

who does them and why. In other words, our findings indicate that

a nonexpert user would care more about who an identity thief is and

why they want the user’s data, than the specifics of what phishing

mails look like. Wash [3] found that most people do not necessarily

want to protect themselves from every possible attack, and use men-

tal models of “who” the hackers are and “why” they might attack

to decide what protections they need to put in place. Information

from experts that is intended to educate may miss its audience en-

tirely because everyday computer users are more worried about the

source of the attack than how it might be carried out. Gossip about

people and their motivations is much more memorable [6]; including

additional information about potential attackers and reasons for at-

tacks might make expert advice more approachable and understand-

able for everyday computer users.

This approach to communicating about security may be chal-

lenging for computer security experts, who do not often focus on

this aspect. Their attention is directed more toward technical rather

than interpersonal issues. Also, the specific identity of an attacker is

often unknown. Experts undoubtedly communicate a mental model

that is more useful for security: it does not matter who is attacking;

what matters is “how” they attack. The method of attacking (phish-

ing versus malware, e.g.) is what determines which security protec-

tions are needed. However, speaking to everyday computer users

about things they care about using words they are likely to use them-

selves might help to create a dialogue about protections that is

rooted in everyday computer users’ concerns, and generalities about

characteristics and motivations of attackers may be enough to get

users’ attention.

When novices communicate with each other, they should focus

on spreading information they might already be aware of concerning

how attacks are carried out and draw more connections between the

method of attack and techniques for protection. The Credit Card

and Identity Theft topic, which all three of the sources talk about,

presents an interesting example that may be a model for other areas

of computer security education and training. It is an issue that is

newsworthy and for which experts and novices use the same kinds

of language. An everyday computer user who has fallen victim to

identity theft might focus in conversations with her friends not only

about why someone would want to do such a thing, but also any

steps she has taken to prevent it from happening again. Even nonex-

pert users know some important pieces of security advice that can be

shared [23].

Common attacks are important but mundane
Newspaper reporters are taught to include the who, what, how,

when, and why of whatever incident they are reporting in [67]. In

this respect, newspaper articles have the potential to be a bridge be-

tween the way that novices communicate about computer security,

and the way that experts provide advice. However, the news articles

in our sample mostly ignore the mundane but important types of at-

tacks that both novices and experts frequently communicate about.

Both expert-written web pages and novice-told interpersonal stories

frequently discuss Phishing and Spam and Viruses and Malware.

These topics are important types of attacks that affect many people,

and also attacks that require user attention and good decisions to

protect against. However, newspapers very rarely discuss these at-

tacks, which may mean that the attacks are sufficiently mundane

that few specific attacks warrant a news article about it. As a place

to learn about computer security, news articles are falling short in

this regard.

Instead, news articles related to security are frequently about

large-scale attacks such as Data Breaches and National

Cybersecurity issues. While these attacks are clearly important in so-

ciety, there is little that individuals can do about them, which is

probably why few interpersonal stories are about them. As a source

of practical informal learning about computer security, news articles

mostly focus on larger scale issues that individuals cannot effect

while ignoring the mundane but important attacks that computer

users face frequently and are able to do something about.

Informal and incidental learning about security
Informal learning is unstructured and takes place as people seek out

and encounter new ideas as they go about their lives, and learn new

things that they incorporate into their understanding of the world

around them. It is often triggered by a “jolt” [28] that highlights

something that they do not know or are wrong about. Das et al. [41]

wrote about what jolts or “catalysts” like this look like for everyday

computer users, in the context of informal social learning about

computer security: observing others’ novel or insecure behavior,

negative experiences, starting to use new technologies and having to

configure them, and conversations with experts. This aligns with

previous research about formation of mental models; as people have

experiences where they encounter an inconsistency between their be-

liefs and a situation they are experiencing or a problem to be solved,

they incorporate new information into their existing mental models

[68].

Incidental learning occurs when computer security issues arise as

part of everyday experiences such as talking with family and friends

or reading newspapers [31]. While incidental learning is not always
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as deliberative and careful as informal learning, it happens much

more often and can have a strong influence on people’s mental mod-

els [30]. Both informal and incidental learning are important for

computer security because of the broken feedback loop: it is hard

for people to learn about how to effectively protect themselves and

their computers via direct experience. The contribution of this study

is therefore to describe what everyday computer users are likely to

encounter and learn from as part of informal or incidental learning.

Users who seek out information about computer security for in-

formal learning are likely to encounter mostly news articles and web

pages from organizations. In these, they have the opportunity to

learn about a wide variety of attacks and how to protect against

such attacks. On the other hand, people whose computer security

knowledge mostly comes from incidental sources such as stories

from other people can learn ideas about the kinds of people who at-

tack computers and connected them to broad classes of attacks.

Incidental sources are currently very bad at providing information

about protections or about connecting related attacks. But sources

for informal learning are potentially less memorable. They do not in-

clude as much information about who is conducting attacks

and why they attack, which is much easier for most people to re-

member [6].

Additionally, we found that web pages with computer security

advice are generally more focused than other sources for informal

and incidental learning. When computer users seek information

about security for informal learning, they are less likely to encounter

information about security topics other than the one they are seek-

ing. Since informal learning is often haphazardly conducted, not

well structured, and influenced by random chance [29], this focus

limits informal learning. Because web pages intended to educate

everyday computer users are more focused, people can only learn

about topics that they already are aware of from them. They are less

likely to be exposed to information connecting what they already

know (like threats) to things they are not aware of (like protective

measures or sources of attacks) because it does not co-occur in the

documents they are finding.

Limitations
For each dataset, there is no equivalent of a phone book from which

we can randomly sample documents. As such, all three datasets have

some amount of bias due to the sampling. For example, when exam-

ining the news dataset, we were not able to search for the word

“virus” because it is also associated with a large number of medical

articles. We tried to address sampling biases with spot checking: in

the news dataset, we picked one week and manually looked at every

article posted in the Technology, National, and International news

sections of multiple newspapers. We then verified that our search

terms found all of the computer security-related articles for that

week (they did), including ones about topics (like computer viruses)

not necessarily covered by the terms. While this does not guarantee

coverage, it suggests that we did not miss that much. We spot

checked both the news articles and web pages datasets.

All three datasets have biases. The interpersonal stories are all

told by undergraduate students (aged 18–24) at a large Midwestern

university, and as such might not represent the concerns or experi-

ences of broader groups of people. They do have similar patterns to

existing research, though, such as the focus on hackers and viruses

that Wash [3] found. The news articles might not include some sto-

ries about topics not explicitly searched for. And the web pages in-

cludes biases from both the choice of organizations to sample and

the use of Google’s search engine to find relevant documents. We

have interpreted most of our findings as differences between popula-

tions of documents, but it is possible that some of the findings are

artifacts of the sampling process rather than representative of the

larger population of interest.

Also, these documents represent communications: what everyday

computer users, journalists, and web page authors have chosen to

communicate with others about computer security. People have a

wide variety of motivations for communication, and not all of them

lead to the communications being accurate representations of what

the communicator believes or knows. While each document source

is aimed at the general population and not technical computer secur-

ity experts, they each serve a different communication function and

differences between the three sources may be caused by this differ-

ence in focus.

In addition, communications are often intended to persuade or to

mislead or they simply try to make something easier to understand.

We cannot know for sure what the underlying population of people

believes or knows from these communications; however, we can see

how they communicate about it and talk with others about computer

security. All of our results should be taken in the context of opportuni-

ties for informal learning: what kinds of knowledge is it possible for

end users to learn from each other, from newspaper articles, or from

expert-produced communications? Additionally, we did not evaluate

the effectiveness of the communications; we do not know if people

were successfully able to learn anything from these documents.

Since this data was collected, Edward Snowden revealed infor-

mation about the US Government’s use of computer security, and a

large public discussion has occurred about the role of government in

computer security. This article currently focused exclusively on pro-

tection from criminal rather than governmental actions, since that is

the focus of the materials we collected. However, it is possible that

the dialog has changed to include governmental actors as a result of

this public discussion.

Conclusion

For most computer users, learning how to make appropriate security

decisions to protect your computer is rather difficult. Few people

have direct experience with the majority of computer-based attacks,

and those attacks are constantly evolving. Instead, people generally

get their knowledge from informal and incidental sources of social

learning: interpersonal stories, news articles, and web pages with se-

curity advice.

We collected examples of all three of these sources of informal

social learning about computer security, and used a computational

topic model to determine which computer security topics they dis-

cussed. The interpersonal stories focus mostly on who attacks, and

drawing connections between attacker and the broad class of attack

(virus, phishing). Web pages that the users can go to for expert ad-

vice, however, focus on how attacks are conducted, and on drawing

connections between the type of attack and protective measures.

News articles cover the consequences of attacks, and draw a wide

range of connections across computer security topics.

Users who actively but informally seek out computer security in-

formation are likely to find information about attacks and preventa-

tive measures, but are unlikely to learn who is attacking or why.

Users who only come across computer security information inciden-

tally are likely to know more about the kinds of attackers and some

nonspecific types of attacks, but have little opportunity to learn

more about protecting themselves. Computer users cannot simply

look toward a single source to get a complete picture of computer
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security protections; instead they must collect information from

multiple sources in order to have the knowledge they need to make

good security decisions.
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Appendix 1. Statistical details

This table reports the number of documents that include each

topic as either the primary or secondary topic. It also reports results

of the post-hoc v2 test for each topic. P-values are corrected with the

Holm–Bonferroni correction to correct the family-wise error rate,

top 5% for this set of tests. The null hypothesis of each test is that

the proportion of documents with the given topic as primary or sec-

ondary is the same across all three datasets. Since all tests reject at

the 1% level, we can be confident that all differences we observe

across datasets are not due to random chance.

Appendix 2. Newspapers and news search
keywords

Web News

Topic Pages Articles Stories v2 df P

PhaS 278 161 113 *** 272.7 2 0.000

DtBr 24 401 36 *** 229.9 2 0.000

VraM 264 80 119 *** 409.9 2 0.000

HaBH 9 238 174 *** 342.1 2 0.000

PsaE 167 116 26 *** 137.4 2 0.000

NtnC 20 396 10 *** 291.1 2 0.000

CCaIT 129 149 65 *** 33.1 2 0.000

PaOS 93 138 36 ** 9.7 2 0.008

CrmH 1 330 15 *** 258.1 2 0.000

MPaS 33 135 8 *** 34.1 2 0.000

Newspaper Country Region Circulation

The Australian Australia Oceania 135 000

The Globe and Mail Canada North America 306 985

Daily Telegraph Great Britain Europe 874 000

Times of India India Asia 3 146 000

USA Today USA National 1 784 242

Wall Street Journal USA National 2 096 169

New York Times USA National 1 150 589

Philadelphia Inquirer USA Northeast 331 134

The Boston Globe USA Northeast 205 939

Washington Post USA South 507 465

Dallas Morning News USA South 409 642

Chicago Tribune USA Midwest 425 370

Detroit Free Press USA Midwest 234 579

Denver Post USA West 353 115

San Jose Mercury USA West 527 568

Los Angeles Times USA West 572 998

Search terms News articles

Computer break in 24

Computer firewall 24

Computer hacker 194

Computer identity theft 83

Computer malicious 129

Computer password 107

Computer security 484

Computer spam 46

Facebook hacker 63

Facebook password 58

Internet hacker 171

Internet identity theft 68

Internet malicious 104

Internet password 27

Internet security 415

Internet spam 56

Online firewall 24

Online hacker 168

Online identity theft 101

Online malicious 104

Online password 109

Online security 431

Online spam 56

Twitter hacker 75

Twitter password 41
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Appendix 3. Websites and web search keywords

Federal Government Agencies

• Federal Bureau of Investigation (FBI)
• National Institute of Standards and Technology (NIST)
• US Computer Emergency Readiness Team (US-CERT)
• OnGuardOnline (Stop. Think. Connect. campaign)
• Federal Communications Commission (FCC)
• Federal Trade Commission (FTC)

State Government Agencies

• New York
• Arkansas
• North Carolina
• Colorado
• Michigan

University IT Departments

• University of California-Santa Barbara
• Fairfield University
• Life University
• University of Indianapolis
• Mississippi College
• East Central College
• Saint Augustines College
• Washington State Community College
• University of Wisconsin-La Crosse
• Stratford University

Companies

• Operating Systems (Mkt Share, 2012)

– Microsoft (85%)

– Apple (11%)

• Social Network Sites (# users, 2012)

– Facebook (901 million)

– Googleþ (43 million)

• Internet Service Providers (Mkt Share, 2012)

– AT&T (20%)

– Verizon (12%)

– Comcast (5%)

• Antivirus Companies (Mkt Share, 2012)

– Avast (17.4%)

– Symantec (10.3%)

• Third-Party Software

– Adobe

– Mozilla

• Banks

– JP Morgan Chase

– Bank of America

Appendix 4. Example stories

STORY460:
I was on the phone with my mom the other day and asked her about

a strange email that she had sent me that was talking about working

online and how I should apply. I almost clicked on the link but

because I don’t want to work this semester I decided not to. My

mom said she was so glad that I didn’t open it because apparently it

was spam and was being sent to all of her contacts who notified her

that this was going on even before I had. Thankfully, her computer

was not affected by the email.

STORY377:
My friend decided he wanted to watch some inappropriate videos

and went to a shady site. He did not have a firewall or any sort of

anti-virus so his computer got infected. His computer slowly got

worse and worse until he couldn’t handle it and took it to his paren-

ts. His parents did not know what to do and before they could figure

it out, the computer died.

STORY344:
I heard there was an email going around that looks like it comes

from your bank. They ask you for your account and credit card

information. Do NOT respond to it or click on the link. It is a scam

and they are only looking for access to your account to steal your

Search terms Web pages

Account malware 138

Account phishing 167

Account security 146

Computer attacks 122

Computer authentication 35

Computer encryption 90

Computer malware 140

Computer phishing 145

Computer security 165

Cyber attacks 44

Cyber dns 12

Cyber malware 98

Cyber phishing 109

Cyber security 167

Data malware 101

Data phishing 114

Email attacks 97

Email malware 140

Email phishing 144

Flash malware 36

Flash phishing 39

Flash security 20

Identity malware 124

Identity phishing 121

Internet attacks 75

Internet malware 129

Internet phishing 151

Microsoft attacks 24

Microsoft malware 33

Microsoft phishing 51

Network attacks 68

Network malware 92

Network security 96

Online attacks 76

Online malware 151

Online phishing 148

Online security 170

Site malware 132

Site phishing 139

Software malware 134

Software phishing 138

Software security 122

Web malware 103

Web phishing 138

Web security 116
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information and your money. The bank already has your

information so they have no need to ask for it. They will also never

terminate your account for such a reason.

Appendix 5. Example news articles

NEWS236:
The nation’s biggest banks and large technology companies like SAP

rushed Tuesday to accept RSA Security’s offer to replace their ubiq-

uitous SecurID tokens as many computer security experts voiced

frustration with the company.

The company’s admission of the RSA tokens’ vulnerability on

Monday was a shock to many customers because it came so long

after a hacking attack on RSA in March and one on Lockheed

Martin last month. The concern of customers and consultants over

the way RSA, a unit of the tech giant EMC, communicated also

raises the possibility that many customers will seek alternative sol-

utions to safeguard remote access to their computer networks.

Bank of America, JPMorgan Chase, Wells Fargo, and Citigroup

said they planned to replace the tokens as soon as possible. The

banks declined to say how many customers would be affected,

although SAP said that most of its 50 000 employees used RSA’s

tokens and that it was seeking to replace them all.

Defense industry officials said Tuesday that concerns about the

tokens had prompted some of the nation’s largest military contrac-

tors to accelerate their plans to shift to computer smart cards and

other emerging security technology.

The RSA tokens provide security by requiring users to enter a

unique number generated by the token each time they connect to

their networks.

Competitors eyeing the dominant market share of RSA are

offering special deals like $5 rebates per token to customers that are

considering a switch.

For now, however, the biggest worry for RSA is how to appease

angry customers as well as mollify computer security consultants,

who have been increasingly critical of how long it took for the

company to acknowledge the severity of the problem.

Industry officials said that Lockheed, the nation’s largest military

contractor, made the security changes suggested by RSA after its

attack in March. They included increased monitoring and addition

of another password to its remote log-in process. Yet the hackers

still got into Lockheed’s network, prompting security experts to say

that the tokens themselves needed to be reprogrammed.

Arthur W. Coviello Jr, RSA’s executive chairman, made the offer

in a letter posted on the company’s website on Monday. He said

RSA was expanding the offer to companies other than military con-

tractors, particularly those focused on protecting intellectual proper-

ty and their corporate networks. He also said it was suggesting that

banks use two additional RSA services to avert fraud in

authenticating computer log-ins.

Mr Coviello said in the letter that characteristics of the attack on

RSA “indicated that the perpetrator’s most likely motive” was to steal

security information that could be used to obtain military secrets and

intellectual property. He said that RSA had worked with military

companies to replace their tokens “on an accelerated timetable.”

Michael Gallant, an EMC spokesman, said, “We have not with-

held any information that would adversely affect the security of our

customers’ systems.”

“We provided very specific recommendations, we provided

details of the attack, and we worked closely with customers to

strengthen their overall security,” Mr Gallant said.

The company’s admissions were too little, too late, industry

experts said.

“They got pushed really hard by some of their customers, partic-

ularly in the financial services sector,” said Gary McGraw, chief

technology officer for Cigital, a computer security consulting

company based in Washington. “They came around, but they came

around late.”

Mr McGraw said that companies would be wise to replace RSA’s

tokens and that some companies—banks, in particular—had done

so. Like many people, he criticized RSA for failing to disclose the

potential danger of the problem to its customers.

Until Monday, RSA said publicly and privately in meetings with

customers that replacements were unnecessary, he said. “They

shared their party line that everything is fine – pay no attention to

the explosion in the corner,” Mr McGraw said.

Another security consultant, Alex Stamos, chief technology offi-

cer for iSEC Partners, said that many companies that use RSA

tokens were irate about the hacking and RSA’s response. He claimed

that RSA misled customers about the potential problems after the

initial hacking came to light. “Their whole excuse doesn’t hold

water,” he said.

By minimizing the problem for six to seven weeks, Mr Stamos

said that RSA made companies more vulnerable.

“There would have been huge benefit for RSA customers to know

the truth,” he said.

In the short term, customers are focused on getting new tokens

but the overall outlook is cloudy.

“Companies are asking for the new tokens and looking long term

to switching away from RSA,” Mr Stamos said. “If you have 30,000

employees, switching to a new access solution is a yearlong

process.”

Avivah Litan, a longtime financial technology analyst for

Gartner, estimated that it would cost banks just under $1 per cus-

tomer to clean up the mess, even though RSA had agreed to supply

new tokens. That would amount to as much as $95 million in cus-

tomer service, mailing and other costs—a tiny fraction of the rough-

ly $29 billion in profit the banking industry earned in the first

quarter of this year.

As a result, most bankers see the recent breach as an annoyance,

not a major security threat. Ms. Litan said that most of the biggest

banks would step up other fraud protection measures, like mon-

itoring their websites and customer accounts for suspicious

behavior.

Moving to a new token provider would be costly because it would

require them to redesign their online-banking applications as well as

help customers—typically high-net-worth customers they do not

want to alarm—make the shift to a new system.

Still, to increase security, Ms. Litan predicted that more banks

would instead turn to new fraud prevention technologies that have

been gaining adoption recently.

Such technologies help banks make sure that customers’ PCs are

malware free, send text messages or call customers to confirm trans-

actions, and use analytics to look for unusual behavior that might

point to fraud.

But the blow to RSA’s reputation could hurt the company’s abil-

ity to win new business, she said. While RSA was once the safe, con-

servative choice, “now when people talk about them, they will

always be associated with this breach,” Ms. Litan said.

Experts have speculated that the hackers obtained at least part of

the RSA databases holding serial numbers and other critical data for

the tens of millions of tokens. But to make use of the data stolen

from RSA, security experts said, the hackers of Lockheed would also

20 Journal of Cybersecurity, 2015, Vol. 0, No. 0

 by guest on D
ecem

ber 2, 2015
http://cybersecurity.oxfordjournals.org/

D
ow

nloaded from
 

E
,
.
.
''
''
''
''
''
.
''
''
.
''
''
.
''
''
.
''
''
.
''
-
''
''
http://cybersecurity.oxfordjournals.org/


have needed the passwords of one or more users on the company’s

network.

RSA has said that in its own breach, the hackers did this by

sending “phishing” e-mails to small groups of employees, including

one worker who opened an attachment that unleashed malicious

software, enabling the hacker to obtain the worker’s passwords.

Lockheed has said it would keep using the SecurID tokens and

would replace 45 000 of them. L-3 Communications, a military con-

tractor in New York, is also still using the tokens.

The military industry officials said that even before the breach at

RSA, Northrop Grumman, another giant military contractor, had

begun shifting from SecurID tokens to smart cards. The Pentagon

also uses the smart cards, and other military contractors are acceler-

ating plans to switch to them as well, the officials said.

Indeed, analysts say rivals like Vasco Data Security, Symantec,

VeriSign, and dozens of small security vendors are circling. On

Tuesday, PhoneFactor, which offers a phone-based password service

to hundreds of companies, offered live Webcasts and a rebate to

companies that wanted to switch.

“Since the Lockheed story, it’s been crazier than ever,” said Steve

Dispensa, the chief technology officer of PhoneFactor.

NEWS217:
The Pentagon, trying to create a formal strategy to deter

cyberattacks on the USA, plans to issue a new strategy soon decla-

ring that a computer attack from a foreign nation can be considered

an act of war that may result in a military response.

Several administration officials, in comments over the past two

years, have suggested publicly that any American president could

consider a variety of responses—economic sanctions, retaliatory

cyberattacks, or a military strike—if critical American computer sys-

tems were ever attacked.

The new military strategy, which emerged from several years of

debate modeled on the 1950s effort in Washington to come up with

a plan for deterring nuclear attacks, makes explicit that a

cyberattack could be considered equivalent to a more traditional act

of war. The Pentagon is declaring that any computer attack that

threatens widespread civilian casualties—e.g., by cutting off power

supplies or bringing down hospitals and emergency-responder net-

works—could be treated as an act of aggression.

In response to questions about the policy, first reported Tuesday

in The Wall Street Journal, administration and military officials

acknowledged that the new strategy was so deliberately ambiguous

that it was not clear how much deterrent effect it might have. One

administration official described it as “an element of a strategy,”

and added, “It will only work if we have many more credible

elements.”

The policy also says nothing about how the USA might respond

to a cyberattack from a terrorist group or other nonstate actor. Nor

does it establish a threshold for what level of cyberattack merits a

military response, according to a military official.

In May 2009, four months after President Obama took office, the

head of the US Strategic Command, Gen. Kevin P. Chilton, told

reporters that in the event of a cyberattack “the law of armed con-

flict will apply,” and warned that “I don’t think you take anything

off the table” in considering a response. “Why would we constrain

ourselves?” he asked, according to an article about his comments

that appeared in Stars and Stripes.

During the cold war, deterrence worked because there was little

doubt the Pentagon could quickly determine where an attack was

coming from—and could counterattack a specific missile site or city.

In the case of a cyberattack, the origin of the attack is almost always

unclear, as it was in 2010 when a sophisticated attack was made on

Google and its computer servers. Eventually Google concluded that

the attack came from China. But American officials never publicly

identified the country where it originated, much less whether it was

state sanctioned or the action of a group of hackers.

“One of the questions we have to ask is, How do we know we’re

at war?” one former Pentagon official said. “How do we know

when it’s a hacker and when it’s the People’s Liberation Army?”

A participant in the debate over the administration’s broader

cyberstrategy added, “Almost everything we learned about

deterrence during the nuclear standoffs with the Soviets in the ‘60s,

‘70s and ‘80s doesn’t apply.”

White House officials, responding to the article that appeared in

The Journal, argued that any consideration of using the military to

respond to a cyberattack would constitute a “last resort,” after other

efforts to deter an attack failed.

They pointed to a new international cyberstrategy, released by

the White House two weeks ago, that called for international coop-

eration on halting potential attacks, improving computer security,

and, if necessary, neutralizing cyberattacks in the making. General

Chilton and the vice chairman of the Joint Chiefs of Staff, Gen.

James E. Cartwright, have long urged that the USA think broadly

about other forms of deterrence, including threatening a country’s

economic well-being, or its reputation.

The Pentagon strategy is coming out at a moment when billions

of dollars are up for grabs among federal agencies working on

cyber-related issues, including the National Security Agency, the

Central Intelligence Agency, and the Department of Homeland

Security. Each has been told by the White House to come up with

approaches that fit the international cyberstrategy that the White

House published in May.

NEWS395:
After oxygen, your wallet, and cell phone, nothing is more vital to

the business traveler than wireless Internet. It is our connection to

work, home, fantasy sports teams, and shopping. On the hotel, café,

or convention center networks, we flip through our online tasks with

nary a care. But a care would be a good idea.

Jason Glassberg, co-founder of Casaba Security, a Seattle-based

technology security company, said the hazards associated with pub-

lic Wi-Fi networks are so numerous that he does not log on to them;

he connects to the Internet through his iPhone. When he must access

the Internet on a public network, he does so through a virtual

private network—VPN in industry speak—that allows him to

encrypt his data through a personal server back home.

“A personal level of encryption definitely makes me feel safer,”

he said. “But I’m probably more paranoid than most.”

Though Glassberg doesn’t encourage everyone to be as cautious

as he, he does say the average road warrior needs to pay closer

attention to Internet habits.

Q. How safe are public wireless networks?

A. There are basically two kinds: unsecured and secured. An

unsecured has no log-in, no password, and nothing is encrypted.

Those are the most dangerous; if they’re free for you, they’re free for

anybody, and anybody can be on them, looking for people doing

online transactions. You should never enter bank account

information on that. A secured network makes it harder, but it’s not

the biggest deterrent. It’s another step someone would have to go

through, so they’ll probably go for one that doesn’t have a password

first.
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Q. Would you personally enter banking information on a secured

network?

A. It’s a bit safer, but if I didn’t have to do it, I wouldn’t do it.

Q. Is Internet information theft usually a crime of opportunity?

A. It’s the car-thief analogy: if someone’s targeting your car,

they’ll find a way to get in. Similarly, if someone is targeting you or

your business, they’ll probably find a way to get in. But a lot of time,

people are looking for people who let their guard down. You don’t

want to be the guy out there laying yourself bare.

Q. How easy is it to pick off information from someone on a pub-

lic network?

A. Very easy. The largest theft of credit card information was by

a guy sitting in a parking lot, picking up the information through an

unsecured network. He was able to pick up passwords and start his

hack. People with virtually no skill can collect the data.

Q. Do you need to be more cautious of a public network at, say, a

chain hotel in a major city than a rural bed-and-breakfast?

A. Cybercrime is an equal-opportunity pain. It boils down to

who’s doing what, when, and where. In the middle of nowhere

Iowa, maybe people are bored and pass the time this way. It’s easy

to do with tools that are very easy to acquire.

Tips from Jason Glassberg

*Be sure any sensitive information is sent on websites beginning

with https, not just http. The “s” is proof of a security certificate.

*Be aware of the kind of network you’re joining. A WEP network

is least secure. WPA and WPA2 networks are more secure.

*Be sure file sharing and printer sharing are turned off on your

laptop.

*Run up-to-date anti-virus software and a firewall on your

computer.

*Do as little banking and make as few sensitive transactions as

possible on public networks; do these instead on your phone, which

is safer.

Appendix 6. Example web pages

Only the textual content of the web pages was retained for analysis.

CM35:
Enable or disable links and functionality in phishing email messages.

Phishing is the malicious practice of using email messages to lure

you into disclosing personal information, such as your bank account

number and account password. Often, phishing messages use

untrustworthy links to fake websites that request your personal

information. This information can be used by criminals to steal your

identity, your money, or both. Learn more about phishing schemes.

Because it can be difficult to distinguish a phishing email message

from a legitimate email message, the Outlook Junk Email Filter eval-

uates each incoming message to see whether it includes suspicious

characteristics common to phishing scams. Such characteristics can

include untrustworthy links, or content common to phishing

messages, or the message was sent from a spoofed (fake) email

address. Suspicious message detection is always turned on in

Microsoft Outlook 2010, even if other junk email filtering is turned

off.

What happens in Outlook 2010 with suspected phishing

messages?

When a suspected phishing message arrives, it is processed as

follows:

*If the Junk Email Filter doesn’t consider a message to be spam

but does consider it to be phishing, the message is left in the Inbox,

but any links in the message are disabled and you can’t use the

Reply and Reply All commands. In addition, any attachments in the

suspicious message are blocked.

*If the Junk Email Filter considers the message to be both spam

and phishing, the message is automatically sent to the Junk E-mail

folder. Any message sent to the Junk E-mail folder is saved in plain

text format and all links are disabled. In addition, the Reply and

Reply All commands are disabled and any attachments in the

message are blocked.

*If the Junk Email Filter considers the message to be both spam

and phishing, and the sender (someone@example.com) or domain

(@example.com) is on your Safe Senders List, the message is left in

the Inbox. However, the links and attachments in the message are

disabled.

The InfoBar (InfoBar: Banner near the top of an open email

message, appointment, contact, or task. Tells you if a message has

been replied to or forwarded, along with the online status of a con-

tact who is using Instant Messaging, and so on.) in the message

describes the action taken on the message.

Move suspicious messages from the Junk E-mail folder.

You can move a message considered suspicious back to the

Inbox. In the Reading Pane (Reading Pane: A window in Outlook

where you can preview an item without opening it. To display the

item in the Reading Pane, click the item.) or open message, click the

InfoBar, and then click Move to Inbox.

InfoBar menu

*The original message format is restored but the links the message

contains remain disabled. In addition, the Reply and Reply All

functionality remains disabled and any attachments in the message

remain blocked.

*If the Junk Email Filter considers the message to be both spam

and phishing but you don’t agree, open the Junk E-mail folder,

right-click the message, and then click Add Sender to Safe Senders

List. The message is moved to your Inbox. Disabled links remain

disabled. The original message format is restored.

Important: After you add the sender or domain to your

Safe Senders List, any new messages from that sender or domain

are evaluated by the filter but aren’t moved to the Junk E-mail folder.

We recommend that your Safe Senders List not include banks, credit

card companies, or e-commerce senders or domains, because these

senders’ addresses are the most frequently used by phishers.

Turn on disabled links

If you want to enable the links in a message, do the following:

1. In the Reading Pane or open message, click the InfoBar text

at the top of the message.

2. Click Enable links and other functionality (not

recommended).

Turn off automatic disabling of links

1. On the Home tab, in the Delete group, click Junk, and then

click Junk E-mail options.

2. On the Options tab, clear the Disable links and other

functionality in phishing messages (recommended) check box.

Note: If you later turn on this feature, links in previous messages that

were evaluated as suspicious by the Junk Email Filter are disabled.

Turn off warnings about potentially spoofed email addresses

1. On the Home tab, in the Delete group, click Junk, and then

click Junk E-mail options.
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2. On the Options tab, clear the Warn me about suspicious

domain names in e-mail addresses (recommended) check box.

GFUC21:
Understanding Hidden Threats: Corrupted Software Files

Malicious code is not always hidden in web page scripts or unusu-

al file formats. Attackers may corrupt types of files that you would

recognize and typically consider safe, so you should take precautions

when opening files from other people.

What types of files can attackers corrupt? An attacker may be

able to insert malicious code into any file, including common file

types that you would normally consider safe. These files may include

documents created with word processing software, spreadsheets, or

image files. After corrupting the file, an attacker may distribute it

through email or post it to a website. Depending on the type of mali-

cious code, you may infect your computer by just opening the file.

When corrupting files, attackers often take advantage of

vulnerabilities that they discover in the software that is used to create or

open the file. These vulnerabilities may allow attackers to insert and

execute malicious scripts or code, and they are not always detected.

Sometimes the vulnerability involves a combination of certain files (such

as a particular piece of software running on a particular operating sys-

tem) or only affects certain versions of a software program.

What problems can malicious files cause? There are various types

of malicious code, including viruses, worms, and Trojan horses (see

Why is Cyber Security a Problem? for more information). However,

the range of consequences varies even within these categories. The

malicious code may be designed to perform one or more functions,

including

*interfering with your computer’s ability to process information

by consuming memory or bandwidth (causing your computer to

become significantly slower or even “freeze”)

*installing, altering, or deleting files on your computer

*giving the attacker access to your computer

*using your computer to attack other computers (see

Understanding Denial-of-Service Attacks for more information)

How can you protect yourself?

*Use and maintain anti-virus software—Anti-virus software can

often recognize and protect your computer against most known

viruses, so you may be able to detect and remove the virus before it

can do any damage (see Understanding Anti-Virus Software for

more information). Because attackers are continually writing new

viruses, it is important to keep your definitions up to date.

*Use caution with email attachments—Do not open email

attachments that you were not expecting, especially if they are from

people you do not know. If you decide to open an email attachment,

scan it for viruses first (see Using Caution with Email Attachments

for more information). Not only is it possible for attackers to

“spoof” the source of an email message, but your legitimate contacts

may unknowingly send you an infected file. If your email program

automatically downloads and opens attachments, check your

settings to see if you can disable this feature.

*Be wary of downloadable files on websites - Avoid downloading

files from sites that you do not trust. If you are getting the files from

a supposedly secure site, look for a website certificate (see

Understanding Web Site Certificates for more information). If you

do download a file from a website, consider saving it to your com-

puter and manually scanning it for viruses before opening it.

*Keep software up to date—Install software patches so that

attackers cannot take advantage of known problems or

vulnerabilities (see Understanding Patches for more information).

Many operating systems offer automatic updates. If this option is

available, you should enable it.

*Take advantage of security settings—Check the security settings

of your email client and your web browser (see Evaluating Your

Web Browser’s Security Settings for more information). Apply the

highest level of security available that still gives you the functionality

you need.
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